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In this work we report a study of the role of coherence dynamics in the intermediate coupling regime of
electronic energy transfer (EET). Starting from the idea that in the intermediate coupling regime the phase
information should be partially retained in a transfer process from a donor to an acceptor, we designed a new
ultrafast experiment based on anisotropy decay along two time axes, capable of probing the degree of coherence
characterizing this transfer. Conjugated polymer (poly[2-methoxy-5-(2′-ethyl-hexoxy)-1,4-phenylenevinylene],
MEH-PPV) samples with different chain conformations were examined as a model multichromophoric system.
The data, recorded at room temperature, reveal coherent transfer associated with intrachain energy transfer.
These results were extended using two-dimensional photon echo measurements, which revealed the presence
of long-lived intrachain electronic and vibrational coherences. Our results suggest that, in the intermediate
coupling regime, quantum transport effects can occur when chemical bonds connecting donor and acceptor
help to correlate their energy gap fluctuations. Moreover, they influence the mechanism of EET, even at
room temperature.

1. Introduction

Electronic energy transfer (EET), often known as resonance
energy transfer (RET), is a ubiquitous photophysical process
where interchromophore interactions act to promote the transfer
of excitation energy from an initially populated “donor”
molecule to an “acceptor” molecule.1 For example, electronic
excitation localized on an aromatic chromophore in a polymer
can migrate to nearby chromophores until it is trapped at a lower
energy site.2-6 This idea has been utilized for the design of
efficient sensors.7,8 Another example where EET plays a crucial
role is the light-harvesting process in natural antenna complexes,
which capture light in photosynthesis.9-13 Understanding the
mechanism of EET in these kinds of systems is important not
only for a better understanding of the natural photosynthetic
process but also to design new, and more efficient, devices for
energy storage and conversion.14,15 The discovery of electrolu-
minescence16 and photovoltaic17 properties in conjugated poly-
mers and their blends has prompted researchers to study EET
in both dilute conjugated polymer solutions and films.18,19 Those
studies have largely focused on learning how fluorescence is
quenched by trap sensitization, how emission can be tuned, and
quantification of exciton diffusion lengths.

A recurring and important problem in EET theory is the
discrimination between weak, intermediate, and strong electronic
coupling.20-25 In the simplest models for the fluctuating bath
of nuclear motion, the mechanism of EET changes depending
on the ratio between the electronic coupling U, responsible for
excitonic coherence, and the dephasing constant γ, describing
how the system interacts with the environment.26 This is a
closely analogous problem to the model system of two coupled
states interacting with a bath27 and general problems relating
to tunneling in the condensed phase.28 Here we report experi-
mental studies of EET in the intermediate coupling regime. We

conclude that ultrafast intrachain EET in the conjugated polymer
we have studied (MEH-PPV) is a complicated nonequilibrium
process involving coupled electronic and vibrational coherences.
The results provide some insight into why phenylene vinylene-
type conjugated polymers have semiconductor-like properties,
despite the fact that chain conformational disorder is so
significant.

The implications of coherence transfer in the intermediate
regime can be appreciated from the microscopic point of view.
When photoexcitation promotes the formation of a partially
delocalized state, because of the quantum nature of this state,
the excitation can be simultaneously on the donor or acceptor
at any one time, as controlled by the amplitude and phase of
the wave function at each site. In the dynamical evolution of
the system, excitation can thereby sample simultaneously various
paths for EET, thus potentially allowing control of the efficiency
of the overall EET process through interference effects.29 This
mechanism contrasts with the classical hopping mechanism in
which the excitation moves randomly, dissipating energy at each
step and sampling just one state at any time.

The intermediate regime is particularly elusive from an
experimental point of view. Coherence transfer effects expected
for intermediate coupling EET, although theoretically predic-
ted,21,22,30-32 are difficult to detect because the very fast
dephasing time present in real systems (typically 10-100 fs)33,34

destroys coherent superposition states and precludes observation
of them, particularly in the case of uncorrelated baths at the
donor and acceptor sites. This is especially true at room
temperature. Indirect evidence for the intermediate regime of
EET has been reported by comparing measured EET dynamics
with predictions from Förster theory or by considering exciton
delocalization.5,25,35-39 However, Pisliakov et al. recently pre-
dicted that the observation of electronic coherence effects in
an excitonic manifold of a coupled multichromophore aggregate
could be studied effectively using femtosecond two-dimensional
(2D) electronic spectroscopy techniques.40 Their prediction has
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then been experimentally confirmed by 2D photon echo (2DPE)
measurements on the Fenna-Matthews-Olson (FMO) photo-
synthetic antenna complex at 77 K.41 In the 2D spectra, the
electronic quantum coherencesa signature of intermediate
couplingsis observable via quantum beating signals among
different excitons, corresponding to coherent buildup and decay
of populations. These recent studies have shown that ultrafast
2D electronic spectroscopy is a powerful and valuable experi-
mental tool for examining electronic coherence effects because
the method is able to discriminate coherent nuclear wavepacket
motion from electronic coherence. However, it should be noted
that this technique is sensitive to the effect that coherence has
on the exciton population, but it does not give direct information
about the dynamics of the effective coherence transfer process.

To complement the information obtained using the 2DPE
technique, we recently proposed and demonstrated a new
ultrafast spectroscopic experiment specifically designed to probe
quantum coherent EET in the intermediate coupling case.42 The
experiment exploits the concept of anisotropy decay, and in
particular its sensitivity to the dipole transition moment projec-
tion correlation function.43 Conventional transient absorption
anisotropy measurements, recorded as function of the time delay
T between the pump and the probe ultrashort laser pulses, have
been extensively employed to study EET in various kinds of
multichromophoric systems.44-50 Information on longer time
scales after the excitation pulse have been obtained using
pump-dump-probe anisotropy51-53 and signatures in anisotropy
of the strong electronic coupling limit have been proposed.54,55

The two-time anisotropy decay (TTAD) experiment described
in this work exploits the same principle. The main difference
is that the anisotropy decay is recorded as a function of two
different time delays (τ and T) in a three-pulse heterodyne-
detected transient grating experiment. The delay T is the
population time, during which excited-state dynamics such as
EET occur as usual, while the delay τ, introduced between the
first two pulses, scans a time period when the system is in a
coherence between the ground and excited electronic states. This
is the time delay scanned in photon echo experiments. In this
way the experiment provides a direct probe of coherent EET
processes that reorient transition dipoles during the coherence
time τ.

The TTAD experiment was applied to study a prototypical
conjugated polymer, poly[2-methoxy-5-(2′-ethyl-hexoxy)-1,4-
phenylenevinylene] (MEH-PPV) for a number of reasons. First,
EET within and among conjugated polymers has been of
considerable interest, from both a practical point of view because
EET is a significant source of electroluminescence quenching
and a fundamental point of view since different chain conforma-
tions and packing have a non-negligible role in the mechanism
of excitation evolution.56-58 Second, conjugated polymers are
good candidates for seeking intermediate coupling effects since
they represent model multichromophoric systems characterized
by reasonably strongly coupled chromophores (defined as the
different conformational subunits in which the chain is
broken).59-68 Moreover, the fact that these subunits are randomly
oriented relative to each other owing to the conformational
disorder facilitates the success of anisotropy as probe for EET.

The paper is organized as follows. In section 2 we introduce
and discuss the theoretical framework in which the intermediate
coupling regime EET can be described. We then outline the
spectroscopic signals measured with the TTAD (section 2.3)
and 2DPE (section 2.4) techniques, with emphasis on the
complementarity of the information attainable with the two
methodologies. All the experimental details are described in

section 3, whereas section 4 summarizes all the results and the
discussion. In particular, section 4.1 reports the results from
the preliminary characterization of the linear optical properties
of the two MEH-PPV samples under study. Sections 4.2, 4.3,
and 4.4 are instead dedicated to the description of the TTAD
results, their modeling, and the interpretation of their oscillatory
features, respectively. Particular emphasis is given to describing
the results from MEH-PPV in chloroform solutions, showing
evidence for coherent energy transfer, even at room temperature.
The results obtained with the 2DPE technique on the same
sample are illustrated in section 4.5. In section 5 we suggest a
mechanism to explain our observation of coherent EET dynam-
ics and long-lived electronic coherences detected with both
TTAD and 2DPE techniques.

2. Theoretical Background

2.1. Weak and Strong Coupling Limits. In the weak
coupling limit of EET, when U is much smaller than γ, the
system explores the nuclear degrees of freedom faster than
donor-acceptor coupling and, therefore, EET happens after
complete vibrational equilibration at the photoexcited state of
the donor. In this way the excitonic coherence between the donor
and acceptor excited states is completely quenched by the
interaction with the vibrational degrees of freedom. That means
that the excitation can be on the donor or acceptor at any one
time, but not on both simultaneously; therefore the EET
dynamics follow classical rate laws.1 In this situation the Förster
mechanism is applicable: EET is described as an incoherent
(Markovian) and irreversible hopping motion between mol-
ecules, and its rate constant is expressed as a function of the
overlap integral between the emission spectrum of the donor
and the absorption spectrum of the acceptor.69 Förster initially
derived the EET rate expression based on an equilibrium Fermi
golden rule approach with a second-order perturbation theory
treatment of the electronic coupling between donor and
acceptor.70,71 Since this originalsand highly successfuls
formulation, much work has been done to extend the formalism
of the Förster model in order to obtain a more accurate
description in cases where some of the approximations fail.72

For example, more sophisticated models have been developed
to account for the coupling between transition densities beyond
the point dipole description,73-77 distance-dependent dielectric
screening effects have been found,74,75,78,79 interplay of homo-
geneous and inhomogeneous contributions to the spectral overlap
has been examined,11,80-82 and nonequilibrium effects have been
discussed.30

The opposite case is the strong coupling limit, in which the
donor and acceptor electronic states mix strongly to produce
new, delocalized states that are little perturbed by the interaction
with vibrations. Within these states, known as molecular
excitons, the energy is shared quantum mechanically among
several chromophores.83 The exciton theory was first developed
by Frenkel for atomic lattices83,84 and then applied to different
systems like molecular crystals85,86 and pigment aggregates.87,88

According to this theory, when an excitation is introduced into
a system of strongly coupled monomeric units, excited-state
wave functions can be constructed by taking appropriate linear
combinations of the localized functions. The excited states of
each monomer are then spread out in bands of levels delocalized,
in the ideal case, throughout the entire system. In this situation,
excitation can relax through eigenstates.10,61,89-91 In an extended
system, excitons with long coherence lengths can diffuse
coherently.92

2.2. Intermediate Coupling Regime. In the intermediate
case, when U is comparable with γ, a delocalized exciton state
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can still form but is considerably perturbed by the interaction
with vibrations so that nonequilibrium relaxation of the bath
on the time scale of EET and mixing of the donor and acceptor
states leads to coherent dynamics on short time scales. This
regime is possible in PPV-type conjugated polymers because
the electronic coupling between conformation subunits is on
the order of tens to hundreds of cm-1,61 which is similar to the
exciton-bath coupling.93

A way to think about the interplay between electronic
delocalization and localization caused by bath relaxation is that
excitation in a molecular aggregate is an exciton clothed by a
phonon cloud. The phonon cloud lowers the system free energy
by distorting the local environment around an electronically
excited chromophore, whereas delocalization of excitation
lowers the free energy according to the electronic coupling
strength. A variational solution at any temperature can find a
compromise reached between these effects.94,95 During electronic
excitation migration, the associated phonon cloud attempts to
adjust. This can lead to nonequilibrium (non-Markovian) effects
on ultrafast time scales as the lattice distortions are released
and re-formed.94,96

This intermediate EET regime is of particular interest because
it naturally interpolates between the classical (weak coupling,
incoherent hopping mechanism) and the quantum (strong
coupling, wavelike mechanism) limits. In this case the excitation
can still move in space in a deterministic, classical way, but a
preferred path can be chosen because the wave function is
partially delocalized. Excitonic systems in which this regime
applies are thus of considerable interest since, in principle, phase
information can be coherently transferred through space.
The intermediate coupling regime is the most challenging from
the theoretical point of view since the approximations usually
adopted to describe EET in the two extreme cases do not hold
in this regime. So far, several theoretical studies have tried to
find a unifying formalism capable of interpolating between the
weak and the strong limits.20-22,32,97-106

Let us consider the simplest system of a two-level donor (d)
and acceptor (a). The initial state where both d and a are in
the ground state is indicated by |0〉 , whereas |d〉 (|a〉) represents
the states in which d (a) is in the excited state and a (d) in the
ground state. The Hamiltonian for such a dimer can be written
as

where V is the transition dipole operator, E(t) is the electric
field promoting transitions to excited states, and

Ed (Ea) is the energy of the state |d〉 (|a〉), U is the resonance
coupling responsible for exciton formation, hi (i ) 0, d, a)
represents the bath operator coupled to |i〉 , describing the
coupling of the system with vibrational degrees of freedom. The
evolution of the system in time can be described by the density
matrix F(t) that at each time satisfies the Liouville equation107,108

Then, the density matrix is formally written as

where F0 ) F(0) represents the initial thermal equilibrium
condition. In general the probability of finding the system in
the state |d〉 or |a〉 , corresponding to the state population is

An expression for such probability can be derived using a
quantum master equation. At this point different approaches can
be followed and different approximations can be applied. As
opposed to the simplest approaches, in order to capture
coherence effects and correctly describe the excitation transport
in the intermediate coupling regime, it is important not to neglect
memory (non-Markovian) effects.23,103 These effects account for
phase information transport. Accounting for non-Markovian
effects is very important during short times after photoexcitation,
because during this regime, correlations are established between
the system and the bath.96,109

Following ref 32, where a generalized master equation (GME)
approach was applied, the probability na(t) can be written as

where the memory effects are included in �ij(t,t1), known as
the electronic energy-gap correlation function and defined as107

The energy gap fluctuation δωi0(t) is a function describing
the effects of the stochastic force exerted on the system transition
energies by the bath as107

where U0(t) ) exp{-ih0t/p} is the ground-state evolution
operator. When i ) j, a “diagonal” correlation function is
obtained, which correlates the energy gap function with itself.
This quantity has a classical analogue and it can be related to
the spectral density by a Fourier transform.107 The cross
correlation functions (i * j), which have no classical analogue,
are key quantities for understanding the effects of coherence in
EET. When �ad ) 0, according to eq 7, the fluctuations of the
transition energies ωd0 and ωa0 are uncorrelated, and coherent
EET cannot contribute to the overall transfer process unless the
electronic coupling is strong.110 This is the usual assumption in
theories for EET. The observation of coherent effects is
connected with a nonvanishing value of �ad.

When the bath correlation function is approximated as
exponentially relaxing, and the high temperature limit is
assumed, then we can define γ as the dephasing strength,

H (t) ) H - E(t) ·V (1a)

H ) H0 + Hex + Hex-ph (1b)

H0 ) Ed|d〉〈 d| + Ea|a〉〈 a| (2a)

Hex ) U(|a〉〈 d| + |d〉〈 a|) (2b)

Hex-ph ) h0|0〉〈 0| + hd|d〉〈 d| + ha|a〉〈 a| (2c)

ip
dF(t)

dt
) [H (t), F(t)] (3)

F(t) ) exp+{- i
p
∫0

t
H (t') dt'} |0〉F0〈0| exp-{ i

p
∫0

t
H (t') dt'}

(4)

ni(t) ) Tr[〈i|F(t)|i〉] (i ) a, d) (5)

dna(t)

dt
) ∫0

t
dt1�ad(t, t1)[1 - na(t1)] (6)

�ad(t, t1) ≡ p2〈δωa0(t)δωd0(t1)〉 (7)

δωi0(t) )
1
p

U0
+(t)[hi - h0]U0(t) (8)
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proportional to the inverse of the decoherence time τc. Then,
using eq 6, it is possible define more clearly the two limiting
regimes of EET (Figure 1). When U . γ (strong coupling) and
the time difference t - t1 is much smaller than the lifetime τc

) p/γ of the memory function, �ij(t,t1) becomes time indepen-
dent and the persistent memory produces a pure exciton where
the probability na oscillates indefinitely according to (Figure
1a)

On the other hand, if U , γ and t - t1 is much bigger than
τc, EET takes place in the weak limit regime. In this situation,
the Markovian approximation holds and the generalized master
equation converges to a Pauli master equation (Figure 1c)

In the intermediate case Kimura et al. derive32

for U > γ/4

for U < γ/4, where

According to eqs 11, EET in the intermediate case can take
place by two kinds of mechanisms. In the first case, eq 11a,
EET happens while retaining the oscillatory coherent character,
until it is quenched owing to bath perturbations. In this condition
na shows a characteristic damped oscillating behavior, Figure
1b. In the second case eq 11b, no oscillations are recorded, but
the EET takes place quickly, simultaneously with the vibrational
relaxation. This is an example of nonequilibrum EET.30 The
experimental challenge of investigating EET dynamics in these
regimes is the focus of this paper.

2.3. Two-Time Anisotropy Decay. In a conventional tran-
sient absorption anisotropy experiment the components of the
signal polarized parallel and perpendicular to the polarization
of the exciting pulse are recorded as a function of the delay
between the pump and the probe ultrashort laser pulses, T. The
anisotropy decay as a function of T is then retrieved as the
difference between the two components, normalized by the total
intensity decay. The time profile of that decay provides
information about transition dipole moment reorientation during
the excited-state lifetime. Thus time-resolved anisotropy has
been extensively exploited to study EET in various kinds of
multichromophoric systems.6,45,49,111-120

Figure 1. Comparison between different regimes of EET. The probability to find the excitation on the acceptor state na(t) is calculated using eqs
11 with γ fixed at 150 cm-1 and U ) 0, 100, and 1000 cm-1 for (a), (b), and (c), respectively. In the strong coupling limit (a), the electronic state
of the donor and the acceptor mix strongly to produce a new delocalized state (exciton). Within this state the excitation energy is shared quantum
mechanically between the donor and the acceptor excited states (red highlighted area) and the probability to find the excitation on the acceptor state
na(t) is an oscillating function with period depending on the electronic coupling U. In the weak coupling limit (c), the excitation energy is transferred
incoherently and irreversibly between different sites. The probability na(t) is an exponential function of t. In the intermediate coupling limit (b) the
excitation moves in space, yet part of the phase information is conserved (coherence effect). na(t) shows a damped oscillatory behavior depending
on the relative magnitudes of the electronic coupling U and the decoherence time τc.

na(t) ≈ sin2(Ut/p) (9)

na(t) ≈ 1
2[1 - exp(-4U2

γp )] (10)

na(t) )
1
2[1 - e-γt/2p{ cosh(√Rt) + γ

2p√R
sinh(√Rt)} ]

(11a)

na(t) )
1
2[1 - e-γt/2p{ cos(√|R|t) + γ

2p√|R|
sin(√|R|t)} ]

(11b)

R ≡ γ2

4p2
- 4U2

p2
(12)
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To study coherent energy transfer directly, a new ultrafast
experiment, called two-time anisotropy decay (TTAD), was
specifically designed.42 The principle is to measure the anisot-
ropy decay not only as a function of T, like in the conventional
anisotropy decay experiments, but also as a function of τ in a
three-pulse heterodyne detected transient grating experiment (see
Figure 2 for the definition of the time variables). In this section
the theoretical background of the different EET regimes
previously outlined will first be reviewed to motivate why this
technique is sensitive to coherence transfer in the intermediate
coupling EET regime.

Equations 1-5 show that the evolution of the probability
density is determined by the forward (|d〉 to |a〉) and reverse
propagation of the system as dictated by the Hamiltonian of
the system. Throughout each of these paths, the states |d〉 and
|a〉 (i) can couple directly to each other via Hex (eq 2b) and be
involved in the formation of an excitonic state or (ii) they can
interact with the nuclear degrees of freedom through Hex-ph (eq
2c). Note that, while Hex contributes to exciton formation,
Hex-ph is instead responsible for their disruption (localization of
excitation). From this point of view, it can be asserted that the
intermediate regime, when these two Hamiltonians have com-
parable weight, is characterized by a competition between the
formation of eigenstates and their destruction, caused by
coupling to bath fluctuations. Moreover, since in this regime
excitons can still be formed, phase information should be
retained in the |d〉 to |a〉 propagation when excitation is
transferred.

In experiments like pump-probe and conventional anisotropy,
the first two field-matter interactions happen simultaneously
(τ ) 0), directly creating a population. The probe pulse also
detects only populations. Since the phase information is lost
when populations are formed, these techniques are sensitive only
to probability density, and therefore coherence effects connected
with phase conservation cannot be captured. For this reason we
“added” to the conventional anisotropy experiment another time
axis τ, which is the time delay conventionally scanned in a
photon echo experiment. In this way we are able to follow the
evolution of the coherence formed after the interaction with
the first field. By measuring dynamics in the first coherence
time period τ and using anisotropy to quantitatively follow the
transfer of excitation coherence, we probe the memory, or degree
of coherence, characteristic of the |d〉 to |a〉 forward propagation.
Whether or not this process occurs is important to establish
because it is often neglected in theory by making the secular
approximation.

In order to validate the results of this new experiment, it is
important to demonstrate that the anisotropy expression is still
meaningful for a scan over the coherence time τ and in the case
of small T delays, when pulses are overlapped. This can be

shown by summarizing the derivation of the anisotropy decay
as a function of τ and T. Starting from the conventional form
of anisotropy decay43

where S| and S⊥ are the third-order nonlinear signals measured
with the probe pulse electric field E3 polarized parallel and
perpendicular to the polarization of the exciting pulse sequence
(E1 and E2), respectively.

In general, the change in signal intensity as a function of
pulse delays in a heterodyne detected experiment can be
expressed as

where ELO is the electric field of the local oscillator (LO), φ is
the relative phase between the LO and the signal field, asterisk
indicates the complex conjugate, and t1 and t2 are the time delays
between pulses 1 and 2 and between 2 and 3 as illustrated in
Figure 2, respectively. The key quantity to determine any four-
wave mixing nonlinear signal is third-order polarization P(3)

which can be expressed as the convolution of the nonlinear
response function R (3)(t1,t2,t) with the field envelopes

In the impulsive limit R (3)(t1,t2,t) can be written as

where the time dependence of the dipole operator V is
determined by solving the Heisenberg equation of motion. The
expansion of the three commutators in eq 16 separates naturally
into several contributions RR, each representing a different time
ordering of the various interactions.107 These different contribu-
tions are called Liouville space pathways and are usually
graphically visualized by means of double-sided Feynman
diagrams. The nonlinear response function is then calculated
by summing over the various possible pathways RR in Liouville
space, which contribute to the induced optical polarization

CR
(4) relates the laboratory frame pump and probe pulse

polarizations to the dipole transition moments of the molecules
being photoexcited, allowing rotational averaging the response
function with respect to the field polarizations.6,45,115,121-123 It
has been demonstrated that for randomly oriented molecules
this relationship between laboratory and molecular frames is
governed by an isotropic Cartesian tensor.124,125 It is derived in
section 4.3.

Figure 2. General four-wave mixing pulse sequence and definition of
time variables. The delays τ and T, conventionally called coherence
and population time, respectively, are defined as the delay between
the centers of pulse pairs (E1, E2) and (E2, E3), respectively. To account
for finite pulse duration, we introduce t1 and t2 as the delays between
the field-matter interaction points. In the limit of short pulses t1 ) τ
and t2 ) T, t is the signal evolution time defined relative to the third
pulse.

r(τ, T) )
S|(τ, T) - S⊥ (τ, T)

S|(τ, T) + 2S⊥ (τ, T)
(13)

S(t1, t2) ∝ ∫0

∞
dt{ELO

* 〈P(3)(t1, t2, t〉 eiφ} (14)

P(3)(t1, t2, t) ∝

∫0

∞
dt∫0

∞
dt2 ∫0

∞
dt1R

(3)(t1, t2, t)E1
*(k1, t1)E2(k2, t2)E3(k3, t)

(15)

R (3)(t, t2, t1) ) ( i
p)3

〈[[[V(t + t2 + t1), V(t2 +

t1)], V(t1)], V(0)]F0〉 (16)

R (3)(t1, t2, t) ) ∑
R

CR
(4)RR(t1, t2, t) (17)
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If the finite pulse duration of the fields is taken into account,
the integrations over the finite pulse durations in eq 14 have to
be carried out in such a manner that response functions
accounting for non-time-ordered pulse sequences are correctly
accounted for (e.g., to reproduce the coherent spike).126 That
summation, which is over t1 and t2, is done by a coarse graining
procedure, meaning that in the limit of short pulses compared
to τ and T, we have t1 ) τ and t2 ) T. This is a standard
procedure, see for example ref 126.

It is interesting to note that the anisotropy decay can be
retrieved even when τ and/or T are smaller than the pulse
duration because the sum over response functions cancels in
eq 13, except for the factor that gives the time dependence of
the ensemble averaged transition dipole randomization.61 In the
case where only ground-state bleach and stimulated emission
dominate the signal, the cancelation is exact. When excited-
state absorption is significant, the expression needs to be
considered case by case.127 Hence, for instance, the coherent
spike (nontime ordered response function during pulse overlap)
often has little effect on the anisotropy because it is removed
by the ratio of signal intensities. Therefore it is possible to define
anisotropy quantitatively (a) during pulse overlap and (b) as a
function of either τ or T, provided that pulse ordering and finite
pulse durations are accounted for together with their influence
on the Feynman diagrams that generate signals. The effect of
polarization on each relevant Feynman diagram also needs to
be ascertained (vide infra).

2.4. 2D Photon Echo. Electronic two-dimensional photon
echo (2DPE) spectroscopy is a four-wave mixing experiment
in which a sequence of three ultrashort laser fields and a strongly
attenuated local oscillator interact with the sample to create a
polarization that radiates into the phase matched direction ks )
-k1 + k2 + k3.128 The full electric field of the signal is
heterodyne-detected using spectral interferometry while the
delay T between the second and the third pulse is fixed and the
delay τ between the first and the second pulse is varied. After
Fourier transform with respect to τ and the rephasing time t
(defined as the time delay between the third pulse and the
signal), the 2D electronic spectrum at a given population time
T can be retrieved.129,130 The final result is a 2D map in which
the signal amplitude (real, imaginary or absolute value) is plotted
as a function of the coherence frequency ωτ, representing the
initial excitation, and of the rephasing frequency ωt, which can
be interpreted as the ensuing emission.128 2D spectroscopy has
been reviewed recently in detail, both from the experimental
and theoretical points of view.128,131 In this section the basic
formalism that will be used in later sections is briefly described.

The total 2D Fourier-transformed spectrum is given by a
double Fourier transform of the photon echo polarization field
P(3)(τ,T,t)with respect to τ and t

Note that the 2D signal is a complex quantity but in the next
sections only the real part, which is associated with the
absorptive signal contribution, will be considered. In the
common perturbative approach, P(3)(τ,T,t) is described as a linear
combination of response functions (cf. previous section).107 This
approach has been extensively applied to model the main
features in the 2D spectra of coupled systems, allowing the
elucidation of electronic couplings, energy transfer dynamics,
solvation dynamics, and solute-solvent interactions.40,132-136

Recently a nonperturbative method was proposed to model
P(3)(τ,T,t) for 2D data simulations.40,103,133,137 The authors
combined a time-nonlocal quantum master equation formalism138

with a recently developed reduced density matrix description
incorporating the relevant laser pulses into the system Hamil-
tonian.139 Effects of coherent energy transfer and non-Markovian
dynamics were included in the model. Simulations performed
with this approach evidenced two groups of processes with
different dependences on T. Together with the conventional
population dynamics, processes like ground-state bleaching
(GSB), stimulated emission (SE), and excited-state absorption
(ESA),140 a periodic behavior connected with electronic coher-
ence, were also discovered. It was found to appear as a shape
and intensity modulation of cross and diagonal peaks (quantum
beats).133,137

To appreciate the difference between these two kinds of
contribution, a convenient and intuitive way is to look at the
Feynman diagrams. In general, because of the broad bandwidth
associated with a femtosecond laser pulse, the first field-matter
interaction generates a coherent superposition of multiple
vibronic coherences between ground state and excited states.
Then, if the second interaction generates an exciton population
state (diagonal density matrix elements F00

(2) or Fii
(2)), GSB, SE,

and ESA are accounted for. These diagrams (not shown) give
rise to nonoscillating contributions, positive for GSB and SE
and negative for ESA both along the diagonal and in off-
diagonal positions. The intensity of each of these contributions
is determined by the system parameters, in particular, by a
product of dipole transition moments. The second light-matter
interaction could, instead, generate an electronic coherence (off-
diagonal density matrix elements, Fij,i * j

(2) ). The time evolution
of such a signal contribution has an oscillating phase factor with
frequency equal to the energy difference between the pair of
coupled excited states i and j. Therefore, these contributions
can be seen as excitonic quantum beats in the 2D spectra. The
Feynman diagrams accounting for this contribution are shown
in Figure 3. Notice that diagrams a and b, responsible for beats
in cross-peaks, have a rephasing pulse sequence (τ > 0) while
diagrams c and d, causing the modulation in the diagonal peaks,
are nonrephasing (τ < 0). This explains why diagonal peaks
exhibit an oscillatory behavior with the same modulation period
but much smaller amplitude than cross peaks.137

An important point that can be stressed by looking at the
diagrams is that 2DPE is sensitive to coherence effects during
T, and therefore it measures the coherent buildup and decay of
population. However this technique is not an incisive probe of
coherence transfer, that is the coherent EET during τ from |0〉〈 d|
to |0〉〈 a|. To examine that process, we use TTAD.

3. Experimental Methods

The laser system used in this work has been described in
detail previously.141 Pulses from a Ti:sapphire regeneratively
amplified Clark-MXR CPA-2001 laser system (1 kHz, 775 nm,
140 fs pulses) were converted into visible light by means of a
noncollinear optical parametric amplifier (NOPA) and then
recompressed by a pair of quartz prisms. All measurements were
performed with the central wavelength of the NOPA set to 527
nm.

The experimental setup (Figure 4) is similar to that for
conventional optical heterodyne detected transient grating
(OHD-TG) spectroscopy, described in refs 142 and 143. After
prism compression, the pulse from the NOPA was split by a
50% beam splitter, and one beam was delayed using a
retroreflector mounted on a computer-controlled motorized

S2D ≈ ∫-∞

∞
dτ ∫-∞

∞
dt e-iωττeiωtt iP(3)(τ, T, t) (18)
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translation stage to set the delay time T. The relative intensity
of the two beams was controlled by a combination of a half-
plate and polarizer (λ/2, P1, P2) inserted in each optical path.

Following the experimental arrangement commonly used for
passively phase-locked OHD-TG,143,144 the two beams were then
spatially overlapped on a diffractive optic (DO) with a 10 cm
focal length achromatic lens (L1). The DO splits each beam
into two replicas ((1 diffractive orders) with an efficiency of
70%, while all other diffraction orders are blocked by a spatial
filter (M1). This provides four diffracted beams in a boxcar
geometry: two probe pulses (E1, E2) propagating in the k1 and
k2 directions, respectively, a probe pulse (E3) in the k3 direction,
and a local oscillator in the kLO direction. These four beams
were achromatically collimated and focused into the sample (S)
by a pair of 10 cm focal length parabolic mirrors (PM1, PM2).

An additional delay time (τ) between the two pump pulses
was introduced by means of movable glass wedge pairs (W)
inserted in both E1 and E2 pathways following the method
proposed by Brixner et al. in refs 145 and 146. One of the
wedges in each pair was mounted on a motorized translation
stage. Translation of one wedge with respect to the other changes

the material path length traversed by the pulse without changing
the alignment, thus varying the pulse arrival time at the sample.

The instrument response function was determined by exploit-
ing optical Kerr effect (OKE) measurements on pure solvents,
estimating a pulse duration (full width at half-maximum, fwhm)
of 30 fs. Moreover, the time-bandwidth product, obtained
multiplying this value by the spectral bandwidth (measured to
be 500 cm-1) is 0.45, in good agreement with the theoretical
value of 0.441 for an ideal transform-limited Gaussian pulse.

In the two-time anisotropy decay (TTAD) experiment, a given
coherence time τ was set by choosing a suitable position of the
movable wedge in E1, while the population time T was scanned.
According to the boxcar geometry phase matching condition,
the signal field propagates in the same direction as the LO
(Figure 4), leading to a spectral interference pattern depending
on the relative phase between them. It was then possible to
measure separately the imaginary or the real part of the signal
by choosing the phase of the LO in quadrature or in phase with
the signal field, respectively. Two identical microscope cover-
slips (CS) were inserted into E3 and ELO paths, and the CS in
the LO path was mounted on a motor-driven rotation stage to

Figure 3. Double-sided Feynman diagrams for the nonlinear third-order polarization in the -k1 + k2 + k3 phase matching direction in the impulsive
limit accounting for the coherence dynamics in 2D photon echo. In these diagrams, |0〉 denotes the ground state, |m〉 , |n〉 denote one-exciton states,
and |p〉 represents a two-exciton state. In all the four pathways, the system is prepared in a coherence state |n〉〈 m| during the population time T;
therefore, an oscillating phase factor with a frequency ∆Enm is associated with these terms. Diagrams a and b are rephasing diagrams (τ > 0) that
contribute to the cross peak, whereas (c) and (d) are nonrephasing diagrams (τ < 0) that contribute to the diagonal peak.

Figure 4. Experimental setup for the two-time anisotropy decay (TTAD) and 2D photon echo (2DPE) experiments. Apart from the coverslips (CS)
used in the TTAD, but removed for the 2DPE experiment, the two setups differ only in the apparatus after the sample position. λ/2: half-waveplate,
Pi, polarizer cube; G, glass plate; Li, lens; DO, diffractive optic; Mi, mask; PMi, parabolic mirror; CS, coverslip; C, chopper; W, glass wedges; S,
sample; PDi, photodiode. In the inset, the boxcar geometry of the four beams in front of the sample is shown (E1, E2, pump pulses; E3, probe pulse;
ELO, local oscillator). The signal field (ks ) -k1 + k2 + k3) is radiated along the same direction as the local oscillator (kLO), and it is spatially and
temporally overlapped with it.
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control the phase difference between the LO and the signal
fields. To avoid any contribution from unwanted pump-probe
signal due to the LO and the two pump pulses, the probe beam
was chopped at 342 Hz before the sample. Any contamination
due to a homodyne signal was removed by subtracting the two
independently measured signals phase shifted by π.

To calculate anisotropy, strict control of the polarization of
the beams is required. To this aim, the two polarizers P1 and
P2 inserted prior to the diffractive optic were oriented so that
the polarization of the two pump pulses E1 and E2 was vertical,
whereas the polarization of the probe pulse and the LO was at
45° relative to the vertical. This allowed simultaneous recording
of the components of the signal polarized parallel (S|) and
perpendicular (S⊥ ) to the polarization of the exciting pulses. The
two components were split after the sample by means of a cube
polarizer (P3) and detected by two silicon photodiodes (PD1,
PD2) and two lock-in amplifiers.

The OKE effect was also employed to calibrate the phase
between the probe and LO beams, i.e., to find the relative
position of the CS corresponding to the two fields in quadrature
or in phase. To this aim, the signal of the pure solvent at T )
τ ) 0 was measured while varying the relative angle between
the two CS. For nonresonant systems, such as transparent
solvents, the contribution of the real part of the third-order
polarization, connected to the OKE, is much larger than the
corresponding imaginary part (the dichroic signal is nearly zero).
Hence the relative phase for measuring imaginary and real
components correspond to the CS position at which the signal
is zero and maximum, respectively. The phase stability was
checked during the day, and a phase drift of about 5° was
recorded after 24 h.

The E1-E2 delay calibration was performed using a similar
methodology. The calibration procedure suggested by Brixner
et al.145,146 requires replacing the sample with a second DO,
identical to the first one, so that E1 and E2 pulses are diffracted
into one common direction leading to a spectral interference
pattern. In the present work we used a different method. We
scanned the E1-E2 delay at a suboptical period step size while
detecting the heterodyned FWM signal for a solvent (typically
CCl4). The signal phase cycles as the delay is scanned; the
number of phase oscillations per unit of wedge displacement
can be easily converted into number of oscillations per femto-
second through the frequency value.

2D photon echo (2DPE) measurements were performed with
the same setup used for the TTAD but with a different signal
detection apparatus, as shown in Figure 4. Contrary to the TTAD
acquisition scheme, in the 2DPE experiment for any given
population time T, the coherence time τ was scanned moving
the wedge in E1 from -(τ + T) to -T and then the wedge in
E2 from -T to -(τ + T) with a typical time step of 0.5 fs. Also
in this case, the boxcar geometry guarantees the copropagation
of the signal field with the LO. The resulting interference
intensity was focused into a 0.63 m spectrograph (25 µm slit)
and recorded using a 16 bit, 400 × 1600 pixel, thermoelectrically
cooled charge-coupled device detector (CCD). At each value
of τ a different spectrum was obtained and stored in a 2D matrix
from which the desired spectral signal intensity and phase were
retrieved through a Fourier-transform evaluation method, as
described elsewhere.129,130,147-149

Unwanted scattering contributions due to the interference of
the LO with the two pump pulses (E1, E2) were automatically
subtracted from the recorded signal at each τ value by means
of a chopper (4.5 Hz) inserted in the E3 path. Before Fourier
analysis the signal was also corrected for the contribution of

scattering from E3 by subtracting the E3-ELO interference
spectrum recorded at the beginning of the experiment.145

As opposed to the TTAD experiment, in which the phase
between the signal and the LO is decided a priori by setting
the position of the CS so only the imaginary or real part of the
signal is eventually detected, in the 2DPE the total interference
intensity is sent to the detector and the real and imaginary parts
were retrieved by later data analysis. For an accurate calibration
of the absolute phase of the signal, spectrally resolved
pump-probe data for the sample were separately recorded.
These data can be related to the real (absorptive) part of the
projection of the 2D spectrum along the ωt axis according to
the projection-slice theorem.129,130

Each 2D trace is the average of three separate scans. At the
end of each series of 2D scans at different T, a scan at the first
T value is repeated to check the long time reproducibility. The
decrease of the absolute value of the 2D signal was on average
less than 20%, and the qualitative shape of the signal did not
change within the experimental noise. Each series of 2D scans
at different T was further repeated several times on different
days for comparison. To ensure that the LO did not influence
the response of the system, its intensity was attenuated by about
3 orders of magnitude relative to the other beams and the time
ordering was set so that the LO always preceded the probe by
∼500 fs.

Poly[2-methoxy-5-(2′ -ethyl-hexoxy)-1,4-phenylenevi-
nylene] (MEH-PPV, MW 150000 g/mol) was purchased from
American Dye Source, Inc., and used as received. Solutions of
MEH-PPV in chloroform, as well as aqueous suspensions of
polymer nanoparticles,150 were prepared and filtered to remove
insoluble impurities. The optical density (OD) of each solution
was adjusted to be about 0.3 in a 100 µm path length cell.

To minimize artifacts caused by sample degradation, in both
experiments the pulse energy was kept at less than 5 nJ/pulse
and the solution was circulated through a 100 µm path length
cell from a reservoir containing ∼15 mL of solution. To ensure
that the sample had not photodegraded during the measurements,
the absorption spectrum of the sample was collected before and
after each measurement. All of the measurements were per-
formed at room temperature (20 ( 1 °C). In the TTAD
measurements, the effects of exciton-exciton annihilation,
which introduce a fast anisotropy decay component, were
minimized by reducing the incident laser intensity until the decay
profiles showed no change with further intensity reduction. The
laser fluence was estimated to be <100 µJ/cm2.

4. Results and Discussion

4.1. Photophysics of MEH-PPV. Conjugated polymers are
molecules characterized by extensive π-electron conjugation
along a rigid backbone. Thus, in perfectly ordered polymer
chains, wave functions can have extraordinary coherence lengths
at low temperature.151 In solution, however, the chains adopt
various conformations owing to the relatively low energy barrier
for small angle rotations around bonds along the backbone.152,153

The twisting of the main chain randomly introduces physical
defects along the conjugated backbone, inhibiting the delocal-
ization of π-electrons throughout the entire polymeric molecule.
Therefore, isolated chains of MEH-PPV in solution can be
considered as an ensemble of quasi-localized chromophores,
with various conjugation lengths.62-68,154-156 The average con-
jugation length is about seven repeat units.61 These individual
conformational subunits, or chromophores, absorb light at
different wavelengths yielding a broad absorption band.

The concept of conformational subunits with respect to
torsional disorder is somewhat vague since the definition of a
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break in the conjugation is subjective,59,157 and entropic con-
siderations likely play a role in determining effective conjugation
length.158,159 Recent work has further suggested that the descrip-
tion in terms of an ensemble of quasi-localized chromophores
is not generally applicable to all classes of conjugated
polymers.157,160 However, extensive theoretical and experimental
studies have shown that such a description is meaningful for
polymers in the PPV family. It is then reasonable to describe
the MEH-PPV chain as an ensemble of subunits electronically
coupled to each other.61,161 Each subunit is intimately connected
to the neighboring ones by the σ-bond framework of the polymer
chain, so the coupling between them has been found to be
reasonably strong.162 This leads to the formation of subtly
delocalized collective states of nanoscale excitons that influence
the polymer optical properties.59,93,117,118,163 Conjugated polymer
conformation determines the nature of the interaction and the
coupling between different subunits, which in turn decides how
energy is transported along the chain.164-166

Two basic types of EET have been identified: intrachain and
interchain.155,162,167-169 The former consists of energy migration
along the backbone between adjacent segments. The latter can
be described as energy hopping among segments coupled
through space either because the chains are near to each other
in a solid film or because the chain is folded back on itself.
The intrachain transfer is generally the predominant mechanism
when the polymer chain assumes an open, extended conforma-
tion, such as in a good solvent. On the other hand, interchain
interactions predominate in a tightly coiled configuration, as in
nanoparticle suspensions or solid films.164,170 Moreover, quantum
chemical simulations have demonstrated that interchain EET is
more efficient than intrachain EET, due to the larger electronic
coupling between cofacial conformational subunits compared
to those in a linear arrangement.162

If EET occurs solely by the Förster mechanism, this would
imply that conformational subunits are uncoupled chromophores,
i.e., the exciton coherence length is the same as the conforma-
tional subunit size.161 Such a conclusion is inconsistent with
the interpretation of 3PEPS (three-pulse photon echo peak shift)
data.161,163,171 To examine whether electronic coherence is longer
than individual conformational subunits, we compare samples
characterized by polymer chains in two different limiting
conformations: (i) solutions in a good solvent allowing an open
chain configuration and (ii) aqueous suspensions of polymer
nanoparticles (NP) formed by individual collapsed chains.
Previous spectroscopic and morphological characterization of
suspended NPs revealed a reduction in the mean conjugation
length associated with bending or kinking of the polymer
backbone as well as efficient interchain EET.150,172 Conjugated
polymer NPs have gained interest as fluorescence probes in
imaging and biosensing and as useful model systems for
studying EET in dense, nanostructured, multichromophoric
systems.173-175

Figure 5 shows the room-temperature absorption and pho-
toluminescence spectra of a MEH-PPV solution in chloroform
(CF) and an aqueous suspension of MEH-PPV NPs. The spectra
of both samples exhibit typical features of this class of
conjugated polymer: a broad, unstructured absorption band and
a narrower, vibronically structured fluorescence. Isolated chains
of MEH-PPV dissolved in CF exhibit an absorption spectrum
centered around 495 nm. The NPs dispersed in water manifest
broadened absorption and red-shifted fluorescence spectra
compared to those of the polymer in CF solution. The blue-
shifted contribution to the absorption band is consistent with a
small overall decrease in the conjugation length, attributable to

the bending or kinking of the polymer backbone.176,177 A red
tail is also evident in the absorption spectrum of NPs, indicating
the presence of aggregate states formed by interactions between
segments of the polymer chain.178,179 On the other hand, in good
solvents like CF, the individual polymer chains are expected to
assume a relatively open and straight conformation, which
maximizes favorable solute-solvent interactions,177,180 as re-
cently shown by theoretical studies.165

Similarly to film samples, the fluorescence spectrum of the
NP suspension is red-shifted and shows a large Stokes shift,
attributed to energy transfer to low-energy chromophores and
weakly fluorescent aggregates.181,182 The fluorescence yield of
the aqueous suspension is also reduced compared to that of the
CF solution, in agreement with reports of decreased, red-shifted
fluorescence of MEH-PPV in solvent mixtures containing the
poor solvent methanol.181 The fluorescence quenching is at-
tributed to energy transfer to weakly fluorescent intrachain
aggregates.

4.2. TTAD Results. The TTAD data for the CF solution and
NP suspension are plotted in Figure 6. All these data are the
average of 9-10 repeated measurements. In order to rule out
any possible experimental artifacts affecting the anisotropy along
the τ axis and to check the polarization control of the incoming
beams, the experiment was at first tested with a laser dye that
absorbs in the same spectral region of MEH-PPV, Rhodamine
6G dissolved in ethanol. The solution is sufficiently dilute that
no interchromophore EET can occur during the time scale of
the experiment. The experimental data recorded at different T
and τ values over the range confirmed that the recorded initial
anisotropy corresponds, within the experimental error, to the
expected theoretical value of 0.4. No dependence on the τ axis
delay was detected.

In Figure 6, experimental data recorded for MEH-PPV in a
CF solution (upper panels) and a MEH-PPV NPs suspension
(lower panels) are compared; in parts a and b of Figure 6, the
3D plots showing the TTAD surface as a function of both T
and τ are reported, whereas in panels c and d of Figure 6 and
panels e and f are slices through the experimental surface along
the T or τ axis are displayed, respectively. To allow a better
comparison, in panels b and e only biexponential fits to the data
are shown.

Let us focus at first on panels b and e, representing the decays
of anisotropy along T. All the anisotropy decays as a function
of T were fit with two exponentials and a static offset. The fitting

Figure 5. Normalized absorption (solid lines) and photoluminescence
(dotted lines) spectra of MEH-PPV solution in chloroform (black) and
of MEH-PPV nanoparticles suspension in water (red). The spectral
profile of the exciting pulse is also reported (green).
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parameters are reported in the Supporting Information ac-
companying ref 42. As in conventional anisotropy experiments,
these traces provide information about transition dipole moment
reorientation during the excited-state lifetime. In the case of
these experiments, decay of anisotropy is caused primarily by
EET. It is evident that the anisotropy decays over the first
picosecond of T more significantly for NPs compared to MEH-
PPV in the chloroform solution. The behavior of the anisotropy
as a function of T can be interpreted similarly to numerous
reports focused on the study of the depolarization dynamics in
a wide range of polymers and their aggregation states.51,57,117,183-188

Those studies suggest that the photophysics of polymeric chains,
in particular their depolarization dynamics, are strongly dictated
by the conformation they assume. In samples characterized by
a more closely packed morphology, like thin films, NP suspen-
sions, or solutions in poor solvents where polymers assume
highly folded conformations, interchain interactions are maxi-
mized, enabling efficient three-dimensional EET. This efficient
interchain EET is observed as faster depolarization dynamics
in the anisotropy decay traces and as a large Stokes shift in the
fluorescence spectrum.

We observe that the initial (T ) τ ) 0) anisotropy is lower
than the theoretical value of 0.4 expected for two-level systems,
being 0.38 ( 0.05. Similar observations have been previously
reported for thin films of polythiophene184 as well as concen-
trated57 and diluted61 solutions of phenylenevinylene derivatives.
The low initial anisotropy has been attributed to an ultrafast
process decaying the anisotropy within the finite pulse duration.
Ultrafast relaxation processes (∼25 fs) were also found by
3PEPS.93,163,171 Recent studies based on correlated semiempirical
quantum-chemical calculations61 and a theory for exciton
relaxation,89,90,189 have postulated that this ultrafast component
can be ascribed to a relaxation process through a manifold of

exciton population states, associated with rapid localization of
the excitation because of the dominance of conformational
disorder.

Panels c and f show the decay of anisotropy along τ. The
figure immediately highlights a dependence of the anisotropy
signal along the τ axis for the CF solution but not for the NP
suspension. Owing to the experimental design, this result shows
that coherence EET occurs after excitation of extended confor-
mation MEH-PPV chains, but not in collapsed-chain NPs.
Moreover, it is remarkable that this phenomenon occurs at room
temperature. We would expect, indeed, that at room temperature
the dephasing time is fast enough to destroy any coherence
information within tens of femtoseconds.33

These data lead to two conclusions that seem to go against
the common assumptions about the EET process. First, quantum
coherence effects were experimentally recorded at room tem-
perature, when the decoherence time, meaning the time during
what the system can retain memory of the initial phase
information, is estimated to be at most ∼10 fs (based on the
photon echo signal).33 Second, this quantum effect was recorded
in CF solutions but not in NP suspensions, even though the
close-packing morphology in NPs should guarantee a stronger
coupling U and, in turn, a better probability to observe coherence
transfer.

An explanation of both these controversial points can be found
by resorting to the concept of cross-correlation functions. In
other words, we conclude that it is the dephasing mechanism
rather than time scale that is of paramount importance. The
TTAD experiment can detect coherent excitation transport only
if the cross correlation functions �ad do not vanish. In other
words, a decay of anisotropy along τ can be recorded only if
the transition frequencies of the donor and the acceptor are
correlated. This can happen, for example, in the strong coupling
limit during the relaxation from an upper to a lower delocalized

Figure 6. TTAD experimental results obtained for CF solution (a-c) and NP suspension (d-f). (a) and (d) 3D plots showing the anisotropy
decays as function of both T and τ. (b) and (e) Slices through the experimental surface along T at selected values of τ (fitted curves are reported
for clarity). (c) and (f) Slices through the experimental surface along τ at selected values of T: dots represent the experimental points whereas the
solid lines represent linear fits as guide for the eye. All the reported data are the average of at least 9 repeated measurements.
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exciton state. When donor and acceptor are strongly coupled,
their electronic states mix to produce a new delocalized excitonic
state. Relaxation through this manifold of exciton states retains
the averaged correlation between the transition frequencies of
single chromophores because of the delocalized nature of such
states. The formation of these excitonic states is known in the
case of aggregate chains, like in films or NPs.15 However, since
no decay along τ was recorded for NP samples, this kind of
relaxation is likely to be dominated by evolution of populations,
not coherences, consistent with our recent modeling.61 This kind
of relaxation process was invoked to explain the ultrafast decay
component recorded in 3PEPS experiments93,163,171 as well as
in depolarization measurements.57,117,188 Our TTAD results, in
particular the ones for NPs, suggest that this relaxation mech-
anism has to be considered to explain the overall ultrafast
dynamics of the EET processsin particular to justify the initial
value of anisotropysbut it does not lead to the decay of
anisotropy along τ.

Having ruled out the exciton relaxation mechanism, an
explanation for the τ-decay of the anisotropy can be suggested
by considering the different energy migration pathways in the
two analyzed samples. Interchain EET is expected to be the
main process in NPs where the close-packing morphology
promotes chain-chain contacts. On the other hand, the relatively
open-chain configuration assumed by the polymer in CF
promotes energy migration between adjacent chromophores
(intrachain EET). In a previous contribution we suggested that
the anisotropy decay along τ recorded in CF solutions can be
explained by thinking about the σ-bonds connecting the chro-
mophores involved in the excitation migration. The presence
of such a strong link helps in “protecting” the correlation
between donor and acceptor transition energies at room tem-
perature and guarantees the condition �ad * 0 necessary to
observe any coherence effect in the experiment.42 This assess-
ment will be developed in more detail in section 5 in light of
the 2DPE results, from which more information about the actual
coherence transfer mechanism can be extracted.

4.3. Model and Simulations. In section 2.3 we showed the
conventional definition of anisotropy also holds during the pulse
overlap and as a function of either τ and T. We further pointed
out that attention has to be paid to pulse ordering and finite
pulse duration effects on the relevant Feynman diagrams
contributing to the signal. In this section an explicit expression
for the anisotropy as a function of the transition dipole moments
is derived starting from the definition of the third-order nonlinear
response given in eq 15. The aim is to develop a model capable
of qualitatively explaining the τ dependence found in the TTAD
results. The first step is the explanation of the orientational
averages formalism, necessary to account for the photoselection
exerted by the polarized pump pulses and the subsequent
polarized probe step. The Feynman diagrams illustrating the
relevant Liouville space pathways contributing to the TTAD
signal will be then identified and the total nonlinear response
function will be calculated by summing over these contributions,
as shown in eq 17.

In general, an observable describing light-matter interaction
at the (n - 1)th order of a nonlinear optical spectroscopy can
be expressed as59,122,124,125

where 〈 ...〉 denotes the orientational average, Si1,...,in, is the field
polarization tensor and Ti1,...,in is the molecular response tensor,

both defined in a fixed (laboratory) frame chosen so that the
elements of Si1,...,in can be easily expressed. It is this function,
describing how the experimenter can photoselect electronic
transitions in an ensemble and then probe their reorientation
(e.g., caused by EET) that dictates the decay of an anisotropy
experiment. The main difference between TTAD and typical
experiments like fluorescence anisotropy is that TTAD is a third-
order coherent spectroscopy so that eq 19 is a rank 4 average
with two time delays.

For a randomly oriented system Ti1,..,in can be conveniently
expressed in a local molecular frame as

where lijλj
are the direction cosines of the angles between the

fixed (ij) and molecular (λj) axes. For a multilevel system Tλ1,...,λn

can be expressed as a product of n electronic transition dipole
moments, whose sequence is determined through a diagrammatic
expansion of the induced polarization.

To calculate the rotational average of the observable C(n) it
is necessary to calculate the rotational average of the direction
cosines product li1λ1

... linλn
. Following Andrews and Thirunama-

chandran,125 the rotational average of this product for third-
order spectroscopies (n ) 4) can be expressed in Cartesian tensor
form as59

where δil are Kronecker deltas with a-d and R-δ subscripts
labeling the electric fields in the fixed frame (E1, E2, E3, ES,
respectively), and the corresponding response in the molecular
frame (the transition dipole moment vectors).

Combining eq 21 with eqs 19 and 20, and considering a signal
polarization radiated in the -k1 + k2 + k3 direction, it is found
that

where êi and µ̂λ are the field polarizations and transition dipole
moment vectors, respectively, and asterisk indicates the complex
conjugate. The field polarization tensor (first term in eq 22) can
be easily calculated as [1 1 1]T for the parallel component and
[1 0 0]T for the perpendicular one. The explicit form of the
molecular response tensor T can then be determined starting
from the appropriate double-sided Feynman diagrams (Figure
7).

Diagram a in Figure 7 represents the conventional anisotropy
experiment. The time delay τ between the two pump pulses is
fixed to zero and population transfer (EET) is considered during
T. Starting from the expression of T associated with this diagram
and combining eq 13 with eqs 19-22, we obtain the conven-
tional expression of anisotropy in terms of the mean angle
between transition dipoles

C(n) ) 〈Si1,...,in
Ti1,...,in

〉 (19)

Ti1,...,in
) li1λ1

... linλn
Tλ1,...,λn

(20)
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*êb)(êcêd
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with the angle φ defined as the time-dependent ensemble average
angle between µ̂m and µ̂n. The same procedure can be followed
to derive an analogous expression for the TTAD experiment.
The easiest way to include coherence transfer processes in this
description is shown in diagram b. However, the expression of
anisotropy derived from eqs 13 and 19-22 obtained for that
diagram does not show any dependence on the angle between
the transition dipole moments nor, consequently, on the coher-
ence time. While that is a mathematical finding, a plausible
physical interpretation is that the anisotropy decays only when
there is a change in dipole orientation in two coherence periods.

It was therefore found that a necessary condition to obtain a
dependence of anisotropy on τ is to assume a second EET event
during the population time, as shown in diagram c. In this case
the anisotropy decay as functions of τ and T is calculated to be

where θ [)θ(τ)], φ [)φ(T)], and ψ [)ψ(τ,T)] are the angles
between the ensemble averaged transition dipole moment vectors
at different points in time, (µ̂m, µ̂n), (µ̂n, µ̂p), and (µ̂m, µ̂p),
respectively, according to the Feynman diagrams in Figure 7c.
In this model the coherence transfer must be followed by a
population transfer in order for the anisotropy to show any
dependence on the τ delay.

The anisotropy decays as a function of τ and T were simulated
using eq 24, assuming that the major contribution to the signal
in the TTAD experiment is carried by diagram c in Figure 7.
The signal from a conventional experiment (diagram a) was
also studied for comparison. The temporal dependence of the
ensemble average angles θ(τ) and φ(T) were modeled with
Boxlucas functions (i.e., having the form 1 - exp(-kt)),
assuming that at infinite time they assume the magic angle value
(54.7°) corresponding to a complete depolarization of the signal.
Their time constants are indicated as 1/kτ and 1/kT, respectively.
It was assumed that the two-time angle function ψ(τ,T) can be
described approximately in terms of sequential kinetics where
φ(T) rotation follows θ(τ) rotation. The simulation results are
compared with the experimental ones in Figure 8.

Owing to the fact that coherence EET can only be measured
when it is followed by population EET, its presence is hidden
in TTAD unless the time scales for the two processes are similar.
We found that when the dynamics along τ are set significantly
slower or faster than the dynamics along T, no noticeable
dependence of anisotropy decay from τ is recorded. This mimics

the experimental results for the NP suspension (not shown). On
the other hand, when the two time scales are similar, a clear
dependence along the τ axis is found and the same highly
nonexponential behavior of anisotropy at early time, like the
experimental data for the CF solution, can be reproduced, Figure
8c. Owing to the rapid dephasing, in particular since the
measurements were performed at 293K, it was not possible to
establish the functional form of the τ-dependence. That is
because the absolute signal intensities decay strongly with τ,
which degrades the signal-to-noise ratio of the anisotropy.

Finite pulse duration was taken into account carefully since
it may introduce nontrivial effects into the third-order nonlinear
signals, especially if the time scales of the investigated processes
are comparable to the pulse duration. In our simulations the
temporal field envelope was assumed to be Gaussiansas
suggested by the experimentally measured time-bandwidth
productsand its width (fwhm 30 fs) was determined on the
basis of autocorrelation experiments.

The pulse duration has a substantial influence on the
simulation results through its effect on the initial value of
the anisotropy: as the pulse duration is increased, the initial value
of anisotropy (τ ) T ) 0) progressively decreases from the
theoretical value of 0.4. Although this is true for both the con-
ventional anisotropy as well as the TTAD experiment, the effect
is more significant in the latter. As mentioned in the former
sections, previous work justified the lower value of initial
anisotropy by invoking fast EET as a function of T together
with consideration of finite pulse durations. However, the results
of our simulation show that the initial value of anisotropy is
also affected by coherence transfer, according to the relative
magnitude of the time constants kτ and kT. In the present work,
careful choice of these constants enabled us to reproduce the
initial values of anisotropy at different τ for both the samples
studied, Figure 8d.

Another important point emerging from the simulations is
that, even if the initial value of anisotropy is dependent on pulse
duration, its functional form along τ and T depends critically
only on the peak-to-peak time delay between pulses (i.e., τ and
T). Through these simulations we find that, even if the range of
τ investigated is comparable to pulse duration, the experiment
allows us to detect coherent dynamicssthose that depend
explicitly on τswith time scales comparable to or faster than
the pulse duration. This is intrinsically connected with the
nonlinear power dependence of nonlinear optical signals. A key
point to note is that we observe a convincing trend in the data
as a function of τ (and T).

4.4. Quantum Beats in Anisotropy. An anisotropy trace
along T for the MEH-PPV/CF sample, together with a multi-
exponential fit and a plot of the residuals of this fit, are shown
in Figure 9. The residuals show clear oscillations lasting over
a picosecond. The Fourier analysis of the beats reveals two main
frequencies, at 255 and 366 cm-1. Similar oscillations in the
anisotropy decay as a function of T were detected at all the
different values of τ investigated. No variations in the amplitude,
phase, or frequency of these oscillations were detected as
function of τ within the experimental noise. We detected similar
oscillations, though with smaller amplitude, in the aqueous NP
suspensions and in dilute MEH-PPV/toluene solutions (data not
shown). It therefore seems to be unlikely that these oscillations
are CF solvent Raman modes at 261 and 366 cm-1. A Raman
mode with a frequency of 327 cm-1 has been reported for PPV
chains.190-194

Oscillations are commonly observed in ultrafast optical
spectroscopies. In particular, it is well-known that the oscillations

Figure 7. Double-sided Feynman diagrams for the nonlinear third-
order polarization in the -k1 + k2 + k3 phase matching direction in
the impulsive limit accounting for coherence dynamics as measured
by the two-time anisotropy decay experiment. The bold dashed lines
denote population or coherence transfer occurring during T and τ,
respectively.

r(τ, T) ) 1
5(3 cos ψ(τ, T) cos φ(T)

cos θ(τ)
- 1) (24)
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typically found in ultrafast transient grating, photon echo,
pump-probe, etc., data are manifestations of vibrational wave-
packet motion that modulates the signal intensity. When the
width of the laser pulse is sufficiently shorter than half the period
of a molecular vibration, nuclear motion can be coherently
induced and vibrational coherences appear as quantum beats,
which constitute a simple and well-known example of quantum
mechanical interference.107,113,195,196 The frequency of the result-
ing oscillation corresponds to the energy separation between
the coherently excited vibrational levels. The study and the
control of these oscillations have largely been exploited to gain
insight into solute-solvent dynamics.197-201

It is well-known that the time delay between the first two
pulses in four wave mixing experiments can be used to enhance
or suppress vibrational coherences by timing the two pulses such
that the delay is set in or out of phase with the vibrational mode.
This method is known as coherence control or mode suppres-
sion.197-200 In principle, the data as a function of both T and τ
could test whether the beats observed in our data can be assigned
to normal vibrational wavepackets on the donor chromophore.
The range over which we are able to scan τ before the signal is
too weak to measure with good signal-to-noise ratio, however,
is not wide enough to explore the completely out-of-phase
conditions. We estimate that for a mode at 260 cm-1, a 25 fs
delay should give a ∼20% variation in the relative amplitude
of the oscillations. We found no change in the amplitude at
various τ, but the results are inconclusive.

Oscillations have been previously observed in anisotropy data.
For example, various photosynthetic antenna complexes exhibit
oscillations with frequencies on the order of hundreds of
cm-1.44,46,113,202 Oscillations present in each of the vertically

Figure 8. Experimental TTAD surfaces as a function of τ and T for (a) MEH-PPV in chloroform solution and (b) MEH-PPV NP suspension in
water. (c) Simulation results using a multiexponential model and realistic pulse duration to mimic the experimental data for the chloroform solution;
kT1 ) 0.05, kT2 ) 0.002, and a static offset, kτ1 ) 1.0, kτ2 ) 0.2, kτ3 ) 0.1 fs-1. This simulation shows that the experiment can resolve ultrafast
dynamics occurring on the time scale of the pulse duration (∼30 fs). (d) Anisotropy values calculated at T ) 0 as function of coherence time for
rhodamine 6G (triangles), MEH-PPV solution in chloroform (squares) and aqueous MEH-PPV NP suspension (circles). The points are averages,
and the error bars were estimated as standard deviations of repeated measurements. The solid lines are linear fits to the experimental points for
rhodamine 6G, whereas they represent slices at T ) 0 of simulations for the MEH-PPV data.

Figure 9. Analysis of residuals from the fit of an example of an
anisotropy decay recorded for MEH-PPV/CF solution. (a) Decay of
anisotropy along T recorded at τ ) 0: black line, experimental points;
red line, biexponential plus static offset fit as reported in as reported
in ref 42. Oscillations with about the same amplitude, phase, and
frequency were recorded also for different values of τ. (b) Oscillatory
behavior of the anisotropy: black line, residuals calculated from
experimental points; red line, fit with two cosine functions with
frequencies 255 and 366 cm-1.
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polarized pump-probe and cross-polarized pump-probe traces
normally cancel when anisotropy is calculated. Possible origins
of anisotropy beats have been discussed previously in the
literature.44,46,202,203 Recall that anisotropy is sensitive to any
process involving a change in the transition dipole orientation,
say from µb0d to µb0a, where these transition dipole moments
generally differ in direction. When excitation energy is trans-
ferred from the donor to the acceptor under conditions of weak
coupling, the anisotropy decay follows an exponential law
because the EET rate constant dictates the decay of the dipole
projection correlation function. On the other hand, in the
intermediate-strong coupling regime, electronic oscillations can
occur in the acceptor state population as a function of time.
Consequently, the dipole projection correlation function oscil-
lates with the same frequency, causing beats in the anisotropy
decay.

The long damping time of the oscillations in our data (∼1
ps) suggests that it is unlikely that they can be assigned to a
purely electronic coherence. Recent work has examined the
entanglement of vibrational and electronic oscillations in the
anisotropy decay signals, both in the weak and in the strong
coupling regime.204-206 A detailed study of coupled electronic-
nuclear coherence in a molecular dimer system has been reported

by Kilin et al.207 Cina and Fleming show that vibrational
coherence transfer from donor to acceptor in a similar model
system leads to beats in the anisotropy decay.204 Furthermore,
when the electronic coupling U is sufficiently large compared
to γ, the adiabatic potential of excited states becomes distorted.
It is then predicted that oscillations can be observed in
pump-probe anisotropy, whose frequencies are a combination
of U and the vibrational frequencies of the isolated chro-
mophores.204 Results from the 2DPE technique help to clarify
the origins of the MEH-PPV/CF oscillations.

4.5. 2D Photon Echo Results. In Figure 10, representative
2DPE spectra at selected T for MEH-PPV solutions in chloro-
form are shown. As already discussed in section 2.3, the signal
displayed in a 2DPE spectrum is a map correlating the initial
frequency ωτ with the frequency ωt after a waiting time T. The
frequencies ωτ and ωt are oscillation frequencies of the system
during the conjugate coherence times τ and t. The principal
feature in the 2DPE spectra measured for MEH-PPV/CF is a
positive, diagonally elongated peak. The diagonal shape means
that the radiated signal frequencies (ωt) are correlated with the
initial transition dipole oscillation frequency (ωτ), signaling
inhomogeneous broadening. The extent of the diagonal feature
reflects the distribution of the excitation energies produced by

Figure 10. Selected 2D electronic spectra (real part) of MEH-PPV in chloroform solution at T ) 0, 40, 110, 140, 160, and 220 fs demonstrating
the oscillations in the amplitude and in the shape of the diagonal peak.
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absorption of the laser pulse spectrum. We assign the inhomo-
geneous broadening to the distribution of excitation energies
of conformational subunits. The antidiagonal width of the peak
indicates the homogeneous broadening.128

At early population times (T < 50 fs), the main diagonal
feature is slightly shifted below the true diagonal as a result of
the interplay between the positive (GSB and SE) diagonal signal
and negative (ESA, excited-state absorption) contributions on
the higher energy side of the diagonal. We attribute the negative
peak at (ωτ ) 2.33 eV; ωt ) 2.42 eV) to ESA to a two-exciton
state. This assignment is supported by related experimental and
theoretical work showing that, in transient absorption spectra
of systems of coupled chromophores pumped close to resonance,
ESA occurs to the blue side of the bleaching.31,208-212 The
comparison between the two kinds of experiment is straight-
forward considering that each vertical slice through a 2D
spectrum at a fixed ωτ, can be associated with a 1D transient
absorption trace after excitation at ωτ.

No significant cross-peaks are observed in the T ) 0
correlation spectrum, meaning that excitonic coupling between
different subunits and correlation among exciton states is initially
absent or too small to produce a detectable cross-peak. Starting
from T > 40 fs, a negative cross feature on the lower energy
side of the diagonal (ωτ ) 2.38 eV; ωt ) 2.29 eV) appears.
The feature grows in intensity over the first 100 fs after
photoexcitation and persists for longer than 1 ps. The fact that
the peak appears below the diagonal means that the state initially
excited had a higher energy than the final state. One possible
explanation of the feature is ESA from a conformational subunit
that absorbs to the red of the laser spectrum and that has been
rapidly sensitized by EET.

EET dynamics in this class of polymers predominantly occur
on time scales that are on the order of picoseconds, mainly
consistent with hopping (weak coupling) models.51,57,61,118,183,185-187

The red-shifted ESA feature in the 2DPE data is populated much
more rapidly and might form via similar relaxation/localization
processes proposed to explain the ultrafast decay in 3PEPS163,171

and depolarization experiments.57,61,117 Ultrafast relaxation of a
state absorbing in the vicinity of the MEH-PPV/CF absorption
maximum could thereby relax to a red-shifted excited state
mainly localized on a longer/straighter subunit of the chain, not
initially populated by the excitation pulse. However, we note
that, even though excitons are considered to be the dominant
species formed immediately upon ultrafast excitation of MEH-
PPV in dilute solution, a possible contribution to the dynamics
from other photogenerated species cannot be completely dis-
counted. The role of polaron pairs and excimers in deciding
the early time polymer photophysics has been recently discussed
in the literature.213-215 We cannot rule out the possibility that
the red-shifted ESA feature is due to polaron pair formation.

Polaron pairs are species where the electron and the hole are
on different conformational subunits but are still bound.182,216

Although the mechanism of free charge formation remains
polemical, there is a general consensus that these species are
formed fast (<100 fs) though in small yield (<3%).162,214,215,217

Recently, evidence of excimer formation was also detected in
MEH-PPV films,218 but it was found to be negligible in
solutions. Signatures of polaron states in the 2DPE response
would be particularly interesting since it would represent proof
for the photogeneration of polaron pairs at early times, and it
would contribute to understanding the still largely unknown
problem of the nature of the primary photogenerated species.
On the fastest time scales, intrachain formation of a coherently
coupled exciton-polaron resonance is equivalent to exciton

delocalization caused by orbital overlap-dependent interac-
tions.219,220 It is therefore possible that polaron pairs could be
involved in deciding the interplay of excitation localization/
delocalization dynamics. The ultrafast formation of polaron pairs
signaled by the red ESA feature in the 2DPE data is an
interesting idea that cannot be discounted. However, in the
present work we focus on the EET dynamics.

Analyzing in more detail the dynamics of the main peaks
during T, we note that the decay of the diagonal peak is not
monotonic. The comparison between 2DPE spectra measured
at different T reveals the presence of an oscillation in the
amplitude and in the shape of this peak, which becomes rounder
as it gets stronger. The presence of this oscillation is more
evident after extracting the amplitudes of the spectra along the
diagonal line and plotting it as a function of frequency and T,
Figure 11.

Fourier transform analyses were carried out on three series
of independent experiments to extract the frequencies of the
oscillations. Different horizontal slices through the 2D surfaces,
evident in Figure 10, were furthermore taken into account, but
no frequency or amplitude dependence on the wavelength was
detected within the experimental error. Traces within the same
experimental series were then analyzed with a single-value-
deconvolution method, allowing estimation of the frequencies
and amplitudes of the oscillations. The final results, obtained
as the average of the three different series of experiments,
highlight the presence of two main frequency components (230,
350 cm-1) together with weaker higher frequency components
(445, 575 cm-1). The error associated with these measured
frequencies is estimated to be about (30 cm-1. Interestingly,
the two lowest frequency components correspond, within the
experimental uncertainty, to those found in anisotropy decays,
suggesting a common origin for these beats.

The same analysis carried out along the antidiagonal direction
showed similar oscillations, with similar frequencies within the
experimental error. Although the presence of such antidiagonal
oscillations was confirmed in all sets of recorded data, it was
not possible find a reproducible phase relationship between
diagonal and antidiagonal beats.

An important concept, described mainly in work from the
Fleming group, is that 2DPE spectroscopy can be used to
ascertain whether oscillations are caused by nuclear or electronic
coherences.40,41 The 2DPE data can therefore help to resolve
more clearly the origin of the oscillations we observe in the
anisotropy decays, because we see similar oscillations in the
diagonal intensity in the 2DPE data. We find that the oscillations
in the MEH-PPV/CF data influence both the amplitude and the
shape of the main peak in the 2DPE data, where the shape of

Figure 11. Contour plots of the amplitude of the spectra along the
diagonal line as a function of frequency and population time.
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a peak is defined as the ratio of diagonal to antidiagonal widths
at 1/e height.40,133,137 In Figure 12 we compare the peak
amplitude and shape oscillations at 2.38 eV, corresponding to
the maximum signal (Figure 11), resulting from an average of
three independent experiments. According to previous experi-
mental133,221 and theoretical studies,103,133,137 the clear anticor-
relation we observe between the two plots represents strong
evidence that electronic coherences are involved here, rather
than purely vibrational coherences. The frequencies of the
oscillations are primarily indicative of intramolecular vibrational
motions (of MEH-PPV); therefore we conclude that the oscil-
lations in the anisotropy and 2DPE data, as a function of T, are
mixed vibrational-electronic coherences. Our evidence is
somewhat indirect because we do not see clearly resolved cross-
peaks in the 2DPE data.222 Nonetheless, the anticorrelation in
the intensity and shape of the 2DPE data suggests that electronic
coherences contribute (intermediate coupling) for the first ∼250
fs after photoexcitation. The anisotropy data suggest that
vibrational coherence among donor and acceptor persists for
∼1 ps. These findings complement and support the results
obtained with the TTAD technique, strengthening our conclusion
that quantum transport effects can occur at ambient temperature
along conjugated polymer chains.42

5. Concluding Remarks

We have reported the results of ulfrafast spectroscopic
investigations of EET in the prototypical conjugated polymer
MEH-PPV. We focused on the possible role that coherent effects
can have in EET dynamics for systems described by the
intermediate coupling regime. Two different structural forms
of MEH-PPV were used as model multichromophoric systems.
Together with the 2DPE technique, already demonstrated to be
sensitive to coherence transfer along the population time T, a
new technique (TTAD) based on the anisotropy decay detection
as function of two times, T and τ, was specifically designed
and applied to measure coherent EET. A simple model based
on the response-function formalism was developed to validate
the results obtained with the TTAD technique. It was demon-
strated that TTAD directly detects coherent EET occurring
during τ, because transfer of electronic coherences from one
chromophore to another can decay the anisotropy along τ. The
TTAD τ-dependent anisotropy data suggest that this kind of
coherence transfersthrough spacesdoes occur, predominantly
in the case of intrachain transport. That result means that the
dynamics of intrachain EET in MEH-PPV cannot be properly

captured by theoretical models that employ the secular ap-
proximation. That is, populations and coherences evolve in
concert on ultrafast time scales.

Although the TTAD technique directly records evidence for
coherent EET during τ, it cannot distinguish the underlying
mechanism. On the other hand, the 2DPE technique detects the
effect of coherent superpositions of excitons on the population
dynamics as beats in the peak amplitude and by changes along
the diagonal and antidiagonal shape. It can provide more
information about the mechanism and the nature of vibrational
coherences also involved in EET. As described in section 4.5,
the main peak amplitude shows oscillations along both the
diagonal and the antidiagonal directions. The results obtained
with the 2DPE experiment established that long-lived electronic
coherences exist for at least 250 fs after photoexcitation of
MEH-PPV in chloroform solution at 293 K. These electronic
coherences involve superpositions of donor and acceptor states,
and they are intimately mixed with vibrational coherence transfer
that lasts for ∼1 ps. Both these observations suggest the need
for a nonequilibrium theory that considers common bath modes.
Our results, indeed, provide a rich demonstration of concepts
such as those described by Jang, et al.30 We hope our
observations motivate further development and application of
such theories.

Fleming and co-workers have also reported long lasting
electronic coherences recorded using the 2DPE method for a
light-harvesting antenna protein called the FMO complex.41,133

They suggested that the common protein bath in which the
different chromophores are embedded helps to preserve the
correlation between energy gaps over time scales substantially
longer than the decoherence time estimated from the correlation
function of the transition frequency.221 In other words, coher-
ences can be maintained for a much longer duration than the
period we normally consider to be the decoherence time for
the system if some bath fluctuations are correlated among the
donor and acceptor sites. Recent 2C-3PEPS (two-color, three-
pulse photon echo spectroscopy) measurements on poly-
thiophene have been reported by Wells and Blank.160 They
suggest that vibrational torsional modes could play an important
role in retaining spectral correlation during relaxation, which
may be related to our observations for MEH-PPV.

There has been recent interest in how EET dynamics can
occur without being as limited by the system decoherence time
as previously thought.223,224 Some researchers are suggesting that
the answer might only be discovered using fairly detailed models
for the bath.41,72,225 Some time ago Laird and Skinner showed
that the T2 dephasing time can actually be longer than the
population relation time (T1) in a two-level quantum system
linearly coupled to a thermal bath modeled using a finite
temperature model.226 Recently, Dunkel et al. have explored a
similar model system and also found cases where dephasing
was slower than population relaxation.227 They make the
interesting suggestion that decoherence times can be lengthened
when the bath is prepared in a nonequilibrium state. A possible
example of this is when the system drives the bath out of
equilibrium, perhaps by intramolecular vibrational motions.

Correlation between the fluctuations of the donor and acceptor
transition frequencies, �ad * 0, is necessary to detect coherent
EET in the TTAD experiment. Therefore, there must be some
correlation in the bath along MEH-PPV chains in solution. A
likely source of the correlated fluctuations is the chemical bonds
connecting the donor and the acceptor chromophores. This
makes a lot of sense if we consider vibrational modes that span
more than one conformational subunit. The long-lived vibra-

Figure 12. Comparison between the amplitude of the diagonal peak
(left axis, black line) and the ratio between the diagonal and antidiagonal
widths of the peak at 1/e height (right axis, red line). These data are an
average of three independent experiments. The lines show the char-
acteristic anticorrelation theoretically predicted for oscillations caused
by electronic coherences.
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tional coherences noted in the anisotropy and 2DPE data further
strengthen this idea because a single vibrational mode spanning
donor and acceptor helps to explain why the vibrational
coherence transfer persists for approximately 1 ps, a time scale
more in accord with the decoherence time of vibrational
quantum beats on a single chromophore. This, in turn, empha-
sizes the ways that spectral overlap can be quite interesting in
the intermediate coupling regimesevidently Franck-Condon
factors for EET evolve in time, much like in resonance Raman
spectroscopy,228,229 because our observations cannot be predicted
by models that average over equilibrium Franck-Condon factors
for the donor emission and acceptor excitation independently.

The concept of spectral overlap is important in EET theory,
and it may furthermore provide a clue as to why electronic
coherence can be preserved between conformational subunits
along MEH-PPV chains, despite the fact that there is substantial
energetic disorder in the site energies. Common vibrations
among chromophores with different electronic transition fre-
quencies can be employed to make the donor emission frequency
approximately equal to the acceptor absorption frequency, thus
enhancing electronic mixing. In this case, the strongest inter-
chromophore coherences must involve coupled electronic and
vibrational levels. In a sense, the vibronic ladder can help to
offset disorder in the nonequilibrium limit.

Our results show that a number of interesting effects are
present in the intermediate coupling regime for EET. This
complexity inherent in the system highlights the deficiency of
treating the nuclear motions as contributing a single dephasing
parameter that ultimately limits whether or not quantum coherent
dynamics can occur. We further conclude that the common
structural framework of the macromolecule introduces correla-
tion in the energy gap fluctuations that, in turn, preserves the
coherence and permits coherent EET, even at room temperature.
It will be of great interest in the future to compare different
kinds of structures that connect donor and acceptor chromophores.
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